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1. Overall Description:

In the FS_mV2X Study Item on media requirements for C-V2X, and documented in clause 5 of TR 26.985 (attached), 3GPP has identified use cases in which video media transmission from sensors may be useful, namely. 
1: Remote / Teleoperated Driving: A Human / Machine is remotely operating a vehicle. This includes low-latency uplink media (video, audio and other sensor data)
2: See-thru: A leading vehicle offers a live video from the front-facing camera to following vehicles. This includes low-latency uplink media (via PC5 or Uu)
3: Road Side Cameras: A Road Side Camera is used for traffic and pedestrian (VRU) detection. This includes low latency uplink media to the object processing center.
4: Surveillance Cameras: A Road Side Camera is used for monitoring the traffic flow and the traffic situation. A moderate latency can be acceptable.

 SA4 has determined that the data rates for sending video can be demanding, which is further exacerbated when multiple sensors on the vehicle are simultaneously transmitting.  Furthermore, to guarantee interoperability, performance, safety, and security among implementations from different vendors, video encoder specifications and requirements would need to be specified (see clause 8.2.1).  SA4 is considering specifying video codec profiles that could be the basis for the automotive industry to set media conformance standards.
An alternative approach (documented in clause 9) for some use cases is the sharing of object information which uses much lower bitrates (which can affect range/coverage) and can be properly decoded and used by low complexity devices (e.g., wearable on a VRU).  Similar to the video media approach, conformance/performance standards would need to be defined for object classifiers to guarantee safety, interoperability, and performance.
Given the advantages and limitations of the two approaches, SA4 seeks feedback from 5GAA on the following:

1. In which use cases and type of radio link (PC5, Uu) is it mandatory or optional to support transmission of audio/video media or object information?

2. What are the minimum configuration and performance requirements for the media in each of the use cases and per type of radio link? E.g., for video: resolution, field-of-view, fps, data rates, video compression quality, camera-capture-to-decoding latency, and is it for human- or machine-vision/consumption?
3. In scenarios where machine-viewed media is transmitted from a sensor over the PC5 or Uu interface, what are the media encoder requirements?  If these are unknown, then what level of object recognition is required (e.g., object distance, object type, vehicle type, etc…) that could help SA4 determine the encoder requirements (i.e., using some of the criteria documented in 8.2.1 of the TR)?  

2. Actions:

To 5GAA WG1 and 5GAA WG2 groups.

ACTION: 
3GPP SA4 kindly requests feedback on the above questions.
3. Date of Next SA WG4 Meetings:

SA WG4 Meeting #105 
12th – 16th August 2019
Ljubljana, Slovenia
SA WG4 Meeting #106
21st  – 25th October 2019
Busan, South Korea
